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Summary
Introduction: This article is part of the Focus Theme of Methods of Information in Medicine on “Big Data and Analytics in Healthcare”.

Background: Depression is a common and often undiagnosed condition for patients with diabetes. It is also a condition that significantly impacts healthcare outcomes, use, and cost as well as elevating suicide risk. Therefore, a model to predict depression among diabetes patients is a promising and valuable tool for providers to proactively assess depressive symptoms and identify those with depression.

Objectives: This study seeks to develop a generalized multilevel regression model, using a longitudinal data set from a recent large-scale clinical trial, to predict depression severity and presence of major depression among patients with diabetes.

Methods: Severity of depression was measured by the Patient Health Questionnaire PHQ-9 score. Predictors were selected from 29 candidate factors to develop a 2-level Poisson regression model that can make population-average predictions for all patients and subject-specific predictions for individual patients with historical records. Newly obtained patient records can be incorporated with historical records to update the prediction model. Root-mean-square errors (RMSE) were used to evaluate predictive accuracy of PHQ-9 scores. The study also evaluated the classification ability of using the predicted PHQ-9 scores to classify patients as having major depression.

Results: Two time-invariant and 10 time-varying predictors were selected for the model. Incorporating historical records and using them to update the model may improve both predictive accuracy of PHQ-9 scores and classification ability of the predicted scores. Subject-specific predictions (for individual patients with historical records) achieved RMSE about 4 and areas under the receiver operating characteristic (ROC) curve about 0.9 and are better than population-average predictions.

Conclusions: The study developed a generalized multilevel regression model to predict depression and demonstrated that using generalized multilevel regression based on longitudinal patient records can achieve high predictive ability.

1. Introduction

Individuals with diabetes are twice as likely as the general population to experience clinically significant depressive symptoms [1, 2]; however, 45% of those with depression are not assessed for depressive symptoms, and their depression goes undiagnosed and untreated [3]. Since depression has significant impact on healthcare outcomes, utilizations and costs as well as elevating suicide risk [4–7], a model to predict depression among diabetes patients is a promising and valuable tool for providers to proactively assess depressive symptoms.
and identify those with depression. Depression is also an often lifelong and highly recurrent condition, and its symptoms may change and be correlated over time [8–11]. Thus, a longitudinal model that takes into account patient historical records may achieve better predictive accuracy than a model that uses only information assessed at one time point.

There are only a few studies in the literature related to developing depression prediction models. The predictD study [12, 13] developed regression models to predict the onset of major depression, using predictors selected from 39 known depression risk factors; those models were trained on a dataset from European countries and validated on an independent dataset from Chile. Huang, LePendu [14] developed regression-based models to predict depression, its severity, and its response to treatment, using electronic health record data that included structured diagnosis and medication codes as well as free-text clinical reports. Wang, Sareen [15] developed a regression model to predict first onset of major depression in the general US population, using data from a national survey.

Longitudinal data are desirable for use in a prediction model because they contain information regarding developments and progressions in patient condition and health status over time. In a longitudinal data set, the set of observations on one subject are not statistically independent over time (16). Since this correlation must be taken into account to make valid predictions, many widely used prediction models such as the ordinary regression methods mentioned above [12–15] become inappropriate because those methods lack the ability to model the correlations.

2. Objective

The objective of this study is to develop a generalized multilevel regression model, using a longitudinal dataset from a recent large-scale clinical trial, to predict depression severity and the presence of major depression among patients with diabetes.

3. Methods

3.1 Predicted Outcome

The predicted outcome in this study is the Patient Health Questionnaire PHQ-9 score. PHQ-9, a well-validated scale for assessing severity of depressive symptoms [17, 18], consists of nine questions that are the same nine criteria used for the diagnosis of depressive disorders as defined by the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition (DSM-IV). Each question has four ordinal response categories with assigned scores from 0 to 3; thus, the overall scale has a score range from 0 to 27, where the higher score indicates more severe depressive symptoms. PHQ-9 can also be used to diagnose major depression. Kroenke, Spitzer [18] validated PHQ-9, a well-validated scale for assessing severity of depressive symptoms [17, 18], using a longitudinal dataset from a recent national survey. The predicted outcome in this study is the overall PHQ-9 score. The predicted outcome in this study is the overall PHQ-9 score.

3.2 Dataset

The dataset used in this study was from the Diabetes-Depression Care-management Adoption Trial (DCAT), a comparative effectiveness study from 2010 to 2013 with three arms: Usual Care (UC), Supported Care (SC), and Technology Care (TC). Patients in the UC arm received usual care from clinics in Los Angeles County Department of Health Services (LACDHS), the second largest safety-net healthcare system in the United States. Patients in the SC and TC arms enrolled in a collaborative care management program [19] during the first 6 months of the trial, after which they went back to usual care. Additionally, patients in the TC arm received automated telephonic depression screening and monitoring during the first 12 months of the trial. DCAT details have been described elsewhere [20–22]. The prediction model was developed from the 853 patients who completed all four assessments: one to establish study baseline plus three follow-up assessments (at 6, 12, and 18 months).

3.3 Modeling the Change of PHQ-9 Score Over Time

Generalized multilevel regression is an extension to the ordinary generalized linear regression method and is useful for modeling longitudinal data [23]. As PHQ-9 score is nonnegative and only takes on integer values, we used a 2-level Poisson regression model to relate both time-varying and time-invariant predictors to the PHQ-9 score. The model excludes the residual can be written as:

\[ \ln(\text{PHQ}_i) \sim \pi_{0,i} + \pi_{1,i}t + \pi_{\text{time}}X_{c_{i},t} + \cdots + \pi_{\text{time}}X_{c_{n},t} \]

\( t \) is the time variable (represented in years), where \( t = 0 \) is the time when a patient is assigned for the PHQ-9 screening for the first time and the values of the predictors are recorded. In DCAT, \( t = 0 \) indicates the study baseline. \( \text{PHQ}_i \) is subject \( i \)'s PHQ-9 score at time \( t \). \( X_{c_{i},t} \) are time-invariant predictors at time \( t \). The level-1 model links the right-hand side linear predictor to the natural log-transformed PHQ-9 score.

The level-2 model relates subject \( i \)'s time-invariant predictors (such as gender and depression history) to the level-1 intercept \( \pi_{0,i} \) and the coefficient of time variable \( \pi_{1,i} \). The level-2 model can be seen in Figure 1.

\[ x_{i,0} \text{ to } x_{i,n} \text{ are time-invariant predictors for predicting the level-1 intercept } \pi_{0,i} \text{ to } \pi_{1,n} \text{ are time-in-} \]

![Figure 1](image-url)  The second level of the generalized multilevel regression model
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variant predictors for predicting the level-1 coefficient of time variable $\gamma_{1,i}$. A time-invariant predictor can be used to predict $\gamma_{0,i}$ or $\gamma_{1,i}$ or both. $\zeta_{0,i}$ and $\zeta_{1,i}$ represent between-individual variances, which are assumed to be bivariate normally distributed with mean 0; unknown variances, $\sigma_{0}^{2}$ and $\sigma_{1}^{2}$, respectively; and unknown covariance, $\sigma_{01}$.

Substituting the level-2 model into the level-1 model leads to the so-called mixed-effects form of the model (see Figure 2).

$$\gamma_{0,0} = \gamma_{0,1} = \gamma_{0,m} = \gamma_{1,1} = \gamma_{1,n} = 0,$$  
$$\sigma_{0}^{2} = \sigma_{1}^{2} = \sigma_{01} = 0.$$

Figure 2 Mixed-effects form of the generalized multilevel regression model

$$\begin{align*}
\ln(\text{PHQ-9}_{i,t}) &\sim (\gamma_{0,0} + \gamma_{0,1}x_{t_i p_{0,1}} + \cdots + \gamma_{0,m}x_{t_i p_{0,m}} + \pi_{tvp_1}x_{tvp_{1,t}} + \cdots + \pi_{tvp_l}x_{tvp_{l,t}}) \\
+ (\gamma_{1,0} + \gamma_{1,1}x_{t_i p_{1,1}} + \cdots + \gamma_{1,n}x_{t_i p_{1,n}})t + (\zeta_{0,i} + \zeta_{1,i}t) 
\end{align*}$$  

(5)

The dataset was divided into two parts: 80% randomly selected patients (# of patients = 682, # of samples = 2728) in the training set and the rest (# of patients = 171, # of samples = 684) in the validation set. Predictor selection was based on the training set and involved two phases. First, we estimated fixed effect of each candidate predictor in a univariate manner and obtained their p-values. We used univariate versions of Equations 8–10 as seen in Figure 5, to conduct this analysis. Specifically, Equations 8 and 9 were used for each time-invariant candidate predictor to estimate their univariate fixed effect on model intercept (i.e., $\gamma_{0,1}$ in Equation 8) and on model coefficient of time variable (i.e., $\gamma_{1,1}$ in Equation 9), respectively. Equation 10 was used to estimate the univariate fixed effect of time-invariant predictors cannot be made for PHQ-9 scores at time $t = 0$. That is, we cannot make subject-specific predictions for patients without historical records of the values of PHQ-9 and the predictors, because estimations of random effects are not available for those patients.

3.5 Prediction Model Development

Many factors have been shown to be correlated with depression [8]. We selected 29 factors related to diabetes care from the DCAT dataset as the candidate predictors to develop the prediction model: 20 time-varying factors and nine time-invariant factors, measuring demographics, diabetes, health conditions, healthcare utilizations, and intervention programs in which the patients enrolled (patients from SC and TC arms of DCAT enrolled in the collaborative care management program for 6 months and patients from the TC arm received automated telephonic depression screening and monitoring for 12 months). Summary of time-invariant and time-varying predictors are provided in Online Table 1 and 2, respectively.

The dataset was divided into two parts: 80% randomly selected patients (# of patients = 682, # of samples = 2728) in the training set and the rest (# of patients = 171, # of samples = 684) in the validation set. Predictor selection was based on the training set and involved two phases. First, we estimated fixed effect of each candidate predictor in a univariate manner and obtained their p-values. We used univariate versions of Equations 5, that is, Equations 8–10 as seen in Figure 5, to conduct this analysis. Specifically, Equations 8 and 9 were used for each time-invariant candidate predictor to estimate their univariate fixed effect on model intercept (i.e., $\gamma_{0,1}$ in Equation 8) and on model coefficient of time variable (i.e., $\gamma_{1,1}$ in Equation 9), respectively. Equation 10 was used to estimate the univariate fixed effect of time-invariant predictors cannot be made for PHQ-9 scores at time $t = 0$. That is, we cannot make subject-specific predictions for patients without historical records of the values of PHQ-9 and the predictors, because estimations of random effects are not available for those patients.

3.4 Using the Model for Prediction

We can use the 2-level Poisson regression model described above to make two types of prediction: the population-average prediction, which is based only on fixed effects, and the subject-specific prediction, which is based on both fixed and random effects [24]. Specifically, the population-average prediction of the PHQ-9 score for patient $i$ at time $t_0 > 0$, $\text{PHQ-9}_{i,t_0}^{\text{pop}}$, can be seen in Figure 3 and the subject-specific prediction of the PHQ-9 score for patient $i$ at time $t_0 > 0$, $\text{PHQ-9}_{i,t_0}^{\text{sub}}$, can be seen in Figure 4.

$$\begin{align*}
\text{PHQ-9}_{i,t_0}^{\text{pop}} &= \exp\left(\tilde{\gamma}_{0,0} + \tilde{\gamma}_{0,1}x_{t_i p_{0,1}} + \cdots + \tilde{\gamma}_{0,m}x_{t_i p_{0,m}} + \tilde{\pi}_{tvp_1}x_{tvp_{1,t_0}} + \cdots + \tilde{\pi}_{tvp_l}x_{tvp_{l,t_0}} + \tilde{\gamma}_{1,0}x_{t_i p_{1,1}} + \cdots + \tilde{\gamma}_{1,n}x_{t_i p_{1,n}}\right) \\
+ \left(\tilde{\gamma}_{1,0} + \tilde{\gamma}_{1,1}x_{t_i p_{1,1}} + \cdots + \tilde{\gamma}_{1,n}x_{t_i p_{1,n}}\right)t_0 + (\tilde{\zeta}_{0,i} + \tilde{\zeta}_{1,i}t_0) 
\end{align*}$$  

(6)

Figure 3 Population-average prediction of the PHQ-9 score

$$\begin{align*}
\text{PHQ-9}_{i,t_0}^{\text{sub}} &= \exp\left(\tilde{\gamma}_{0,0} + \tilde{\gamma}_{0,1}x_{t_i p_{0,1}} + \cdots + \tilde{\gamma}_{0,m}x_{t_i p_{0,m}} + \tilde{\pi}_{tvp_1}x_{tvp_{1,t_0}} + \cdots + \tilde{\pi}_{tvp_l}x_{tvp_{l,t_0}} + \tilde{\gamma}_{1,0}x_{t_i p_{1,1}} + \cdots + \tilde{\gamma}_{1,n}x_{t_i p_{1,n}}\right) \\
+ \left(\tilde{\gamma}_{1,0} + \tilde{\gamma}_{1,1}x_{t_i p_{1,1}} + \cdots + \tilde{\gamma}_{1,n}x_{t_i p_{1,n}}\right)t_0 + (\tilde{\zeta}_{0,i} + \tilde{\zeta}_{1,i}t_0) 
\end{align*}$$  

(7)

Figure 4 Subject-specific prediction of the PHQ-9 score
Table 1 RMSE of population-average and subject-specific predictions for PHQ-9 scores of patients in the validation set

<table>
<thead>
<tr>
<th>Prediction Type</th>
<th>Baseline</th>
<th>6-Month Follow-up</th>
<th>12-Month Follow-up</th>
<th>18-Month Follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population-Average</td>
<td>5.45</td>
<td>4.75</td>
<td>4.79</td>
<td>5.16</td>
</tr>
<tr>
<td>Subject-Specific</td>
<td>NA</td>
<td>4.12</td>
<td>3.51</td>
<td>4.08</td>
</tr>
</tbody>
</table>

a Population-average prediction derived using Equation 6
b Subject-specific prediction derived using Equation 7

Table 2 Area under ROC curve of using the population-average and subject-specific predictions for PHQ-9 scores to classify patients as having major depression in the validation set

<table>
<thead>
<tr>
<th>Prediction Type</th>
<th>Baseline</th>
<th>6-Month Follow-up</th>
<th>12-Month Follow-up</th>
<th>18-Month Follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population-Average</td>
<td>0.70</td>
<td>0.84</td>
<td>0.82</td>
<td>0.84</td>
</tr>
<tr>
<td>Subject-Specific</td>
<td>NA</td>
<td>0.88</td>
<td>0.91</td>
<td>0.89</td>
</tr>
</tbody>
</table>

a Population-average prediction derived using Equation 6
b Subject-specific prediction derived using Equation 7

4. Results

The resulting prediction model is a 2-level Poisson regression using two time-invariant predictors and 10 time-varying predictors. Specifically, we selected one of the nine time-invariant predictors, previous diagnosis of major depressive disorder before baseline, to predict the level-1 model intercept. We selected one time-invariant predictor, age at study baseline, to predict the level-1 model coefficient of time variable. We selected ten of the 20 time-varying predictors: 1) diabetes emotional burden, 2) diabetes regimen distress, 3) number of International Classification of Diseases, 9th Revision (ICD-9) diagnoses in past six months > 10, 4) self-rated health (1 = poor to 5 = excellent) ≥ 3, 5) unemployed, 6) feeling that my financial situation is getting worse, 7) having difficulty in paying bills, 8) hospitalized overnight, 9) chronic pain, and 10) enrolled in the collaborative care management program.

Table 1 shows the RMSE of population-average and subject-specific predictions.
tions for PHQ-9 scores of patients in the validation set. Predictive accuracy was improved by incorporating historical records and using them to update the model, as the RMSEs of both population-average and subject-specific predictions were smaller at the three follow-ups than the population-average prediction at study baseline. In addition, subject-specific predictions were shown to be better than population-average predictions for the three follow-ups.

Table 2 shows the areas under ROC curve when predicted PHQ-9 scores are used to classify patients as having major depression. Consistent with the results in Table 1, classification ability was improved by incorporating historical records and using them to update the model, as the areas under ROC of both population-average and subject-specific predictions were larger at the three follow-ups than the population-average prediction at study baseline. Comparisons between the two types of predictions for the three follow-ups show that subject-specific prediction has better classification ability. ROC curves of the population-average prediction for study baseline and subject-specific predictions for the three follow-ups are shown in Figure 6.

Table 3 shows the fixed effects estimated from the whole dataset, which can be used to derive population-average predictions for individuals out of the DCAT dataset using Equation 6. The exponential of the estimated effect of a predictor is the multiplicative term used to calculate the predicted PHQ-9 score when the predictor is increased by one unit. The way to make subject-specific predictions for individuals out of the DCAT dataset is discussed below.

5. Discussion

This study developed a 2-level Poisson regression model from the DCAT clinical trial to predict PHQ-9 scores for patients with diabetes using two time-invariant and 10 time-varying predictors related to demographics, diabetes, health conditions, and healthcare utilizations. The predicted PHQ-9 scores can be used for assessing depression severity and classifying patients as having major depression.

Estimated fixed effects (Table 3) can be used to make population-average predictions for individuals out of the DCAT dataset. To make subject-specific predictions for individuals out of the DCAT dataset, users would need a group of patients with multiple historical records that contain PHQ-9 scores and the 12 predictors to train an initial model. With those data, the model could then be used to make subject-specific predictions for patients in the group. Similar to the validation process described above, newly generated records could be incorporated to update the model.

An important implication of the study results is that incorporating historical records and using them to update the model may improve both the accuracy of predicting PHQ-9 scores and the ability to classify patients with major depression. The subject-specific predictions can achieve very good to excellent classification of major depression, as demonstrated by the 0.88–0.91 areas under ROC curve. These values are significantly better than the 0.72–0.80 areas under ROC curve achieved in prior depression prediction studies [12–15].

Besides multilevel regression, another applicable longitudinal modeling method is generalized estimating equation (GEE). The main difference between using multilevel regression and using GEE for prediction is that GEE can only derive population-average prediction [24]. Application of GEE with the same 12 predictors to the dataset used in this study leads to better predictions than the population-average predictions of generalized multilevel regression, but the predictive ability of GEE for the three follow-ups is worse than the subject-specific predictions of generalized multilevel regression (GEE: RMSE for baseline = 5.26, for 6-month = 4.46, for 12-month = 4.27, for 18-month = 4.54; area under ROC curve for baseline = 0.73, for 6-month = 0.87, for 12-month = 0.84, for 18-month = 0.86). More discussions about GEE and its comparison to multilevel regression can be found elsewhere in the literature [24, 30, 31].

Figure 6 ROC curves for the predicted PHQ-9 scores against real PHQ-9 scores ≥ 10
The study has several limitations and opportunities for future research. First, although our results suggest that incorporating historical records can improve predictive ability, the finding is not conclusive because the DCAT dataset includes only four waves of data in 6-month intervals. Future research is indicated to further investigate the influences of using historical records for prediction. Second, some predictors used in the model, such as diabetes emotional burden and diabetes regimen distress [32], are not typically available in current medical practices, which may limit the applicability of the model. Third, the number of candidate predictors in the study is limited, which calls for future research to investigate a broader range of predictors. Fourth, predictor selection in the study is based on p-values obtained from conditional t-tests, which are sometimes not reliable [27, 33]. Future research is needed to address this issue. Finally, study patients are predominantly Hispanics from safety-net clinics in Los Angeles area, which may limit the generalizability of the model and calls for future research on a broader population.

6. Conclusions
The study developed a generalized multilevel regression model to predict depression severity and presence of major depression for patients with diabetes. The study demonstrated that generalized multilevel regression can be used to achieve high predictive accuracy based on longitudinal patient records.
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Table 3

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Estimate</th>
<th>95% CI</th>
<th>p a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level-2 Time-Invariant Predictor to Predict Level-1 Model Intercept b</td>
<td>Previous Diagnosis of Major Depressive Disorder</td>
<td>0.482</td>
<td>(0.302, 0.662)</td>
</tr>
<tr>
<td>Level-2 Time-Invariant Predictor to Predict Level-1 Model Coefficient of Time Variable c</td>
<td>Age at Study Baseline</td>
<td>0.008</td>
<td>(0.003, 0.013)</td>
</tr>
<tr>
<td>Time-Varying Predictor d</td>
<td>Diabetes Emotional Burden</td>
<td>0.267</td>
<td>(0.197, 0.338)</td>
</tr>
<tr>
<td>Diabetes Regimen Distress</td>
<td>0.201</td>
<td>(0.134, 0.268)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Number of International Classification of Diseases, 9th Revision (ICD-9) Diagnoses in Past 6 Months &gt;10</td>
<td>0.078</td>
<td>(0.013, 0.144)</td>
<td>0.02</td>
</tr>
<tr>
<td>Self-rated Health (1 = poor to 5 = excellent) ≥ 3</td>
<td>−0.358</td>
<td>(−0.421, −0.296)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Unemployed</td>
<td>0.203</td>
<td>(0.103, 0.303)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Feeling that My Financial Situation is Getting Worse</td>
<td>0.130</td>
<td>(0.073, 0.188)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Having Difficulty in Paying Bills</td>
<td>0.203</td>
<td>(0.139, 0.268)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Hospitalized Overnight</td>
<td>0.136</td>
<td>(0.056, 0.217)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Chronic Pain</td>
<td>0.220</td>
<td>(0.159, 0.281)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Enrolled in the Collaborative Care Management Program</td>
<td>−0.196</td>
<td>(−0.269, −0.123)</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

a Conditional t-test
b Model that relates level-2 time-invariant predictors to level-1 model intercept described in Eq. 2, estimated intercept = 1.140, 95% CI = (1.022, 1.258)
c Model that relates level-2 time-invariant predictors to level-1 model coefficient of time variable described in Eq. 3, estimated intercept = −0.243, 95% CI = (−0.305, –0.181)
d Model that relates time-varying predictors to predicted outcome described in Equation 1
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