Formative Evaluation of Ontology Learning Methods for Entity Discovery by Using Existing Ontologies as Reference Standards
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Summary
Objective: Developing a two-step method for formative evaluation of statistical Ontology Learning (OL) algorithms that leverages existing biomedical ontologies as reference standards.

Methods: In the first step optimum parameters are established. A ‘gap list’ of entities is generated by finding the set of entities present in a later version of the ontology that are not present in an earlier version of the ontology. A named entity recognition system is used to identify entities in a corpus of biomedical documents that are present in the ‘gap list’, generating a reference standard. The output of the algorithm (new entity candidates), produced by statistical methods, is subsequently compared against this reference standard. An OL method that performs perfectly will be able to learn all of the terms in this reference standard. Using evaluation metrics and precision-recall curves for different thresholds and parameters, we compute the optimum parameters for each method. In the second step, human judges with expertise in ontology development evaluate each candidate suggested by the algorithm configured with the optimum parameters previously established. These judgments are used to compute two performance metrics developed from our previous work: Entity Suggestion Rate (ESR) and Entity Acceptance Rate (EAR).

Results: Using this method, we evaluated two statistical OL methods for OL in two medical domains. For the pathology domain, we obtained 49% ESR, 28% EAR with the Lin method and 52% ESR, 39% EAR with the Church method. For the radiology domain, we obtained 87% ESR, 9% EAR using Lin method and 96% ESR, 16% EAR using Church method.

Conclusion: This method is sufficiently general and flexible enough to permit comparison of any OL method for a specific corpus and ontology of interest.

1. Introduction and Background

Despite the increasing importance of domain ontologies in biomedical research, there remain significant barriers to their development. To be most useful, domain ontologies must achieve a high degree of coverage of the both entities and entity relationships. However, ontology development is typically a manual, time-consuming, and frequently error-prone process. Limited resources result in missing entities and relationships as well as difficulty in updating the ontology as knowledge changes. Ontology Learning (OL) from text uses methods developed in the fields of Natural Language Processing (NLP), Artificial Intelligence (AI), and Machine Learning (ML) in an attempt to minimize that human effort and improve coverage. Authors of this paper have previously published a literature review describing the research and advances of NLP methods and systems for ontology learning [1]. In general, these methods can be grouped into three different approaches: symbolic, statistical, and a hybrid of both. One widely known symbolic NLP approach is Hearst’s pattern matching method [2]. Hearst used Lexical Syntactic Patterns (LSPs) to discover hyponyms from texts. For example, the LSP “such as” can be used to extract “benign eccrine neoplasia” as a hyponym for “nodular hidroadenoma” from the sentence: “Compatible with benign eccrine
neoplasia, such as nodular hidroadenoma.” Berland and Charniak [3] used alternative patterns to find instances of “part-of” relationships. Statistical approaches have become more popular following a resurgence of interest in Harris’s distributional hypothesis [4]. Researchers such as Church [5], Agirre [6], and Cimiano and Staab [7] have explored statistical approaches for new entity and relationship discovery in a variety of domains other than biomedicine, and have achieved promising results. Subsequently, many researchers in the biomedical domain have proposed to experiment with these approaches for biomedical ontology learning using free-text clinical documents.

Previous attempts to use ontology learning methods in biomedical knowledge acquisition have yielded mixed results. One important problem is that many methods that were developed specifically in other domains have not been tested and evaluated in the biomedical domain. Evaluating ontology learning methods is, in itself, a difficult task. Currently, there are four common approaches taken: application-based evaluation; data-driven evaluation; domain-expert evaluation; and reference-standard, or gold standard-based evaluation. Application-based evaluation measures the performance of an application based on the learned ontology [8–10], but only indirectly evaluates the learned ontology and is therefore not useful for algorithm development specifically focusing on learning the ontology itself. Data-driven evaluation [11] measures the fitness of an ontology to a domain by measuring the coverage of the domain corpus, but has disadvantages similar to those of application-based evaluation, and is not directly informative for OL algorithm development. Domain-expert evaluation [12] uses human judges to assess the accuracy of output of the OL method or system, and is considered to be a superior method – but it is typically time-intensive, and thus, expensive. Reference-standard, or gold standard-based evaluation [13–16] is the most direct method available if the reference standard has been established. It has the advantage of evaluating several levels of the learned ontology specifications (e.g. lexical, taxonomic, and relational). It also provides a method for comparing the different ontology-learning approaches and ontology-based tools, and is well suited for ontology-learning algorithm development. However, it often assumes that the reference standard adequately represents the domain knowledge and is complete, which, in many instances, is not the case.

Our two-step evaluation process combines the reference standard-based approach and the domain-expert approach for the formative evaluation of one or more ontology-learning algorithms, yielding the accuracy of domain-expert evaluation and the automation of reference-standard based evaluation. We have used a similar approach in our previous work [17], in which we described a two-step human method for evaluating purely symbolic/syntactic OL: the Hearst Lexical Syntactic Pattern (LSP) matching method, for biomedical domain ontology development. In the first step, domain judges identified the meaningful medical terms on either side of the lexical pattern in text documents. In the second step, ontology developers evaluated the accuracy of the entity candidate and relationships. However, for OL methods that are either statistical or hybrid, the two-step human evaluation approach is inefficient. Given the wide range of possible parameters for any of these methods, the effort required for human evaluation could be enormous. We have therefore devised a variation of our previous approach that begins with automated parameter selection using the target ontology as a reference standard. In the second step of the evaluation, we can determine performance of each OL method using human judgments by ontologists, based on metrics described previously [17], including Entity Suggestion Rate, Entity Acceptance Rate, Relationship Suggestion Rate, and Relationship Acceptance Rate.

The statistics-based OL method requires tuning and testing of parameters before it can be used in the final implementation for a particular domain. This tuning and testing step is often called the “method development stage”. Because there are multiple outputs for each parameter and combination of parameters tested, domain-expert evaluation is prohibitive at this stage, but automation can seldom be achieved due to lack of reference standards. Our approach attempts to solve this problem through use of an existing ontology. We first identify all the entities (instances or classes) of an existing ontology that have been mentioned in our clinical documents-learning resource. We would assume if these entities are removed from the ontology, they would be the entities that an ontology enrichment method attempts to discover. Therefore, this set of entities could be used as our reference standard for evaluating ontology enrichment methods under varying conditions during the development stage, in order to identify the most promising methods. There are three advantages of this approach: 1) it solves the shortage of reference standards; 2) the formative aspects of evaluation for parameter selection of statistical methods can be automated once the reference standards are established; and 3) the OL methods developed using this approach will be more likely to learn new entities that reside within the scope of the targeted ontology. Domain-expert evaluation of the optimized set of candidates is performed as a second step.

To test this methodology, we selected two statistical OL methods for entity extraction using two genre of clinical documents. The objective of this research is to establish an evaluation method that can be used for rapid development of OL methods in biomedicine.

2. Materials and Methods

2.1 Clinical Corpora

Two types of clinical documents, surgical pathology reports and radiology reports, served as ontology learning resources for our study. The corpus of surgical pathology reports included a total of 852,764 documents; the corpus of radiology reports included a total of 209,997 documents. Both corpora were obtained from clinical information systems at the University of Pittsburgh Medical Center (UPMC), which includes a total of 18 hospitals. Both corpora were de-identified to meet the requirements of HIPAA “safe harbor” (18). Use of the clinical corpora was approved by the University of Pittsburgh’s Institutional Review Board (IRB# PRO07070252).
2.2 Targeted Biomedical Knowledge Resources

We selected two biomedical knowledge resources in active development that could benefit from ontology enrichment using clinical text. The National Cancer Institute Thesaurus (NCIT) [19] is a description logic-based ontology sponsored by the National Cancer Institute. It includes more than 75,000 key biomedical concepts in over 20 categories, including Disease, Abnormal Cell, Molecular Abnormality, Organism, and Biological Process. RadLex [20], sponsored by the Radiology Society of North American (RSNA), is a lexicon for the uniform indexing and retrieval of radiology information resources. It includes over 11,000 concepts in 12 categories, including Imaging Observation, Procedure, Characteristic, and Treatment.

2.3 Named Entity Recognition Engine

From the many Named Entity Recognition (NER) system algorithms available [21–23], we chose IndexFinder [23] because of its computational efficiency. The IndexFinder algorithm starts with the first word of the text and iterates incrementally over each word progressively activating all phrases that contain that word. Once all the words of a phrase have been accounted for, the iteration stops for that phrase and it is added as a NamedEntity. The algorithm leverages four data structures: 1) an encoding of available vocabulary phrases indexed by phrase identifier (PID), 2) a sorting of phrase PIDs first by word count and then alphabetically, an inverse hash table of word to PID set, and 3) a PID length table specifying boundaries for PIDs of the same length. The PID length table allows the algorithm to determine the number of words needed for a phrase detection without storing the number of words needed for all phrases. Using this technique, vocabularies as large as that of the Unified Medical Language System can be stored in memory on a PC with 500 megabytes of RAM.

We implemented the IndexFinder algorithm in Java as a UIMA processing resource for the ODIE system, and modified it by limiting the scope of the active phrase to sentences as opposed to the whole document. Like other commonly used mapping algorithms [21, 22], the method considers non-contiguous words. Given 1) a text corpus and 2) an OWL-formatted ontology, thesaurus, or lexicon as inputs, the IndexFinder NER system identifies named entities or their synonyms in a free-text corpus based on the knowledge resource(s) provided by the user (Figure 1 Part A). The knowledge resource (ontology, thesaurus, or taxonomy) can be changed by the user. From this system’s output, we determine how many terms or synonyms in the corpus map to entities in the knowledge resource.

2.4 Establishing Reference Standards for Methodology Development

To establish reference standards for our study, A ‘gap list’ of entities is generated by finding the set of entities present in a later version of the ontology that are not present in an earlier version of the ontology. A named entity recognition system is used to identify entities in a corpus of biomedical documents that are present in the ‘gap list’, generating a reference standard (NCIT for the pathology corpus and RadLex for the radiology corpus). We assumed that if these entities did not already exist in the ontology, then we would discover them from the corpus using statistical methods, and the entire list would constitute the upper-bound of entities that we could discover. These lists became our reference standards for each domain. Once we had the reference standard, traditional evaluation metrics, such as recall and precision, could be employed.

2.5 Statistical Methods

To test this approach, we selected two statistical methods, Church’s mutual information method [24] and Lin’s similarity measure method [25], because they differed in their utilization of syntactic features for similarity measure and because each of the methods was well known and commonly used in its field.

The Church method measures the degree of similarity between two words, \(x\) and \(y\), by measuring their co-occurring information or mutual information (I) in a corpus. The mutual information (I) between words \(x\) and \(y\) in a corpus is defined as follows:

\[
I(x, y) = \log_2 \frac{P(x, y)}{P(x) \cdot P(y)}
\]

where \(P(x)\) is the probability of \(x\), \(P(y)\) is the probability of \(y\), and \(P(x, y)\) is the joint probability of \(x\) and \(y\). If there is a genuine association between \(x\) and \(y\), then the joint probability \(P(x, y)\) will be much higher than chance \(P(x) \cdot P(y)\), and consequently \(I(x, y) > 0\). If there is no relationship between \(x\) and \(y\), then \(P(x, y) = P(x) \cdot P(y)\); thus, \(I(x, y) = 0\). If \(x\) and \(y\) have complementary distribution, \(P(x, y)\) will be much less than \(P(x) \cdot P(y)\) and \(I(x, y) < 0\). \(P(x)\) and \(P(y)\) can be estimated using the frequency of the appearance of a word in a corpus. For \(x\) and \(y\) to be considered highly associated, there are two variables that can influence the results: one is the window size (WS) in which the two terms appear, and the other is the threshold (T) of the similarity of the two terms. The WR is the word distance between two terms, and the T is the cutoff point of the similarity score between two terms. If the similarity score is higher than the T, then the two terms are considered to be similar.

The Lin method uses syntactic information in addition to word co-occurrence information. The co-occurrence information between two words (\(w, w'\)) and their grammatical relationship (\(r\)) are collected as the dependency triples (\(w, r, w'\)). For example, in the sentence “Patient had a high fever”, the following set of dependency triples can be obtained: (had subject Patient), (had object fever); (fever adjective-modifier high); and (fever determiner a). In another sentence “The mucosa does not reveal any small polyps or other mass lesions”, the dependency triples would be: (Reveal subject Mucosa), (reveal object polyps), (reveal object lesions), (polys determiner any), (polys conjunction lesions), (polys modifier small), (lesion noun mass). If \(||w, r, w'|| > T\) denotes the frequency count of the dependency triple in the parsed corpus, the similarity between words \(w_1\) and \(w_2\) such as...
“fever” and “polys” can be calculated as follows:

\[
\text{Sim} (w_1, w_2) = \frac{\sum (r, w) \in T(w_1) \cap T(w_2) I(h(w_1, r, w) h(w_2, r, w))}{\sum (r, w) \in T(w_1) h(w_1, r, w) \sum (r, w) \in T(w_2) h(w_2, r, w)}
\]

where \(I(w_1, r, w) = \log \frac{||w_1, r, w|| * ||r, *||}{||w_1, *, *|| * ||*, r, w||}\)

\(I(w_2, r, w) = \log \frac{||w_2, r, w|| * ||*, r, *||}{||w_2, *, *|| * ||*, r, w||}\)

The parameters for Lin’s method include the two terms’ appearance in differing syntactic relationships and the threshold of the similarity of the two terms. The method is representative of a hybrid of statistical and symbolic approaches to OL. Lin’s MINI-PAR [26] is used to parse the clinical corpus and generate dependency triples.

### 2.6 Generating New Entity Candidates

Both clinical document sets were divided into development and evaluation sets. We used the development set to experiment with the parameters for each OL method, while the evaluation set was set aside for final evaluation by domain experts.

Figure 1 illustrates the overall approach for generating new entity candidates (suggestions) and evaluation. First, the clinical documents were pre-processed by the Clinical Text Analysis and Knowledge Extraction System (cTAKES), an NLP engine [27]. However, the cTAKES dictionary lookup engine was replaced by our own NER engine, based on the IndexFinder algorithm, which maps entities in the corpus to the ontology. For each noun phrase that was not identified as an entity mention, the OL algorithm used the similarity measure described earlier to determine how similar it was to an existing entity in the ontology. The output of the methods consisted of lists of paired terms that were considered similar based on determinations from the statistical methods where one of the two terms was already in the ontology and the other was not. Terms were added to the list of new entity suggestions when similarity scores exceeded the threshold. Different thresholds produced different sets of entity suggestions.

We first used the NER system (Figure 1 Part A) to annotate the clinical corpora (pathology or radiology) with the ontologies NCIT v0909c or RadLex v3.03. The output of NER system consisted of sets of documents being annotated with entities that in turn became the input of OL algorithms (Figure 1 Part B). For each of the terms that has been annotated as an entity mention, the OL algorithm returned a list of similar terms, with similarity scores given in a descending order.
The OL algorithm output is represented by a table in which the first column reveals the terms that have entity mappings of the ontology, the second column reveals the similar terms, and the third details the similarity scores. Terms would be added to the list of new entity candidates (suggestions) when similarity scores exceed a threshold that the user defines.

2.7 Evaluation Study Using Reference Standards

The traditional evaluation metrics, precision and recall, were used to measure the performance of the algorithms (Figure 1 Part D). If the term in the candidate list was also present in the reference standard, we considered it a true positive; otherwise, it was considered to be a false positive. For each set of suggestions, we calculated recall, precision, and F-score. Recall was computed as the total number of positive terms divided by the total number of terms in the reference standard. Precision was computed as the total number of true positives divided by the total number of candidates. F-score is the harmonic combination of recall and precision. Changing the threshold would alter the entity suggestion list. A precision-recall curve was drawn with the x-axis as 1− precision and the y-axis as recall for different thresholds. The best threshold was obtained based on the operating point on the curve which corresponds to the best F-score.

2.8 Generating Optimal Parameters

The application of statistical methods to OL requires parameter selection. The value of the parameters can vary the results dramatically, especially within different domains. Furthermore, the relative performance of different methods is best compared when each method is optimized, and when the methods can be applied under identical conditions (e.g., with the same corpus and knowledge resource). Parameters in OL methods encompass a wide range of variables. For example, in the Church method, the key parameter is window size. In this study, we experimented with 7 different window sizes (2, 3, 4, 5, 6, 7, and 15). The best combination of window size and threshold was obtained after we compared all precision-recall curves.

2.9 Domain-expert Evaluations

After we obtained suitable parameters for each method and domain, we proceeded to the final stage: evaluation by domain experts (Figure 1 Part E). A set of 30,000 clinical reports for each domain (pathology and radiology) was used as the learning resource. OL methods were run separately on each set of clinical documents using the optimal parameters we selected early in the method development stage. We randomly selected a subset of 100 pairs of terms from each output, and gave these data to the domain experts for final evaluation.

We invited two experienced curators to perform the final evaluations. One ontology curator, a pathologist currently working on the National Cancer Institute Thesaurus, evaluated the term list obtained from the surgical pathology corpus. The other, a radiologist who is currently curating RadLex, evaluated the term list obtained from the radiology corpus. For each
term in a term-pair, curators were asked the following questions:
1) Is the term already represented in the resource (possibly as a synonym)?
2) If not, should a new entity based on this term be added to the resource?
3) If not, what is the reason for the determination that it should not be added?

For each pair of terms, ontology curators also explored the following questions:
4) If there is a relationship between the two terms, what is the relationship? (Relationship choices were restricted to synonym, hypernym/hyponym, meronym, and other)
5) Does this relationship exist in the resource?
6) If not, should the relationship be added to the resource?
7) If no new relationship should be added, what is the reason for this determination?

2.10 Defining Final Evaluation Metrics

The classic measure of precision is not entirely adequate in summarizing the resulting data, since it does not capture the two-step process we anticipate using for suggesting new ontological elements. Therefore, we previously defined more specific evaluation metrics to quantify efficacy for the two discrete steps [17], but now update the definitions to encompass entities as opposed to concepts.

Entity Suggestion Rate (ESR):

\[
ESR = \frac{\text{# of terms that were not in the ontology}}{\text{Total # of terms extracted by the method}}
\]

This metric indicates the percentage of terms, extracted using the enrichment method, that are new entity candidates and would be presented to the curator for a given target ontology.

Entity Acceptance Rate (EAR):

\[
EAR = \frac{\text{# of terms that should be included as new concept, instance, or synonym in the ontology}}{\text{Total # of terms extracted by the method that were not in the ontology}}
\]

For personal or educational use only. No other uses without permission. All rights reserved.
This metric indicates the percentage of terms, extracted using the enrichment method, that would be added to the relevant ontology; these may represent new entities or new instances.

### 3. Results

The entities in the 'gap list' that were also in the corpus included a total of 5,281 NCIT entities and a total of 660 RadLex entities. These served as our reference standards for ontology learning algorithms for each respective domain.

Figure 2 shows the precision-recall curve for all syntactic relationships developed by the Lin method (Set 1) for NCIT enrichment using pathology reports, while Figure 3 shows the precision-recall curve for the Lin method using all syntactic relationships (set 1) for RadLex enrichment using radiology reports. In general, with increased threshold, recall increases and precision decreases.

For each values of the parameter (e.g. syntactic sets), we selected the best threshold based on the operating point on the curve which is the best F-score (the harmonic combination of recall and precision). As shown in Figure 2, the arrow designates the operating point that has 22% recall and 50% precision. The threshold for that point is 0.07. The operating point for Figure 3 is at threshold 0.09, with 27% recall and 12% precision.

Table 2 shows the different window sizes with operating point for enrichment of both NCIT and RadLex. From this table, it is evident that window sizes 3 and 5 generate the best evaluation results, and are nearly identical. In this case, we selected window size 3 over window size 5, because the former was more computationally efficient.

Table 4 provides a summary of the best parameters selected for each method and domain, along with the recall and precision scores obtained. For the Church OL method, window size 3 and threshold 14.0 for NCIT are optimal, as are window size 3 and threshold 15.9 for RadLex. For the Lin OL method, syntactic relationship set 8 and threshold 7 produce the best results for NCIT; syntactic relationship set 2 and threshold 5.5 are preferable for RadLex. Overall, the Church method produced greater recall than the Lin (46% vs 22% for NCIT and 64% vs 25% for RadLex).

---

**Table 1** Summary of evaluation results for OL methods in both domains

<table>
<thead>
<tr>
<th>Domain</th>
<th>Parameter</th>
<th>Evaluation Metrics</th>
<th>Parameter</th>
<th>Evaluation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Church OL Method</td>
<td>Lin OL Method</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>WS</td>
<td>T</td>
<td>Recall</td>
<td>Precision</td>
</tr>
<tr>
<td>NCIT</td>
<td>3</td>
<td>14.0</td>
<td>46%</td>
<td>48%</td>
</tr>
<tr>
<td>RadLex</td>
<td>3</td>
<td>15.9</td>
<td>64%</td>
<td>4%</td>
</tr>
</tbody>
</table>

---

**Table 3** Evaluation results for Church OL method comparing different domains

<table>
<thead>
<tr>
<th>Window Size</th>
<th>NCIT</th>
<th>RadLex</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>Recall</td>
<td>Precision</td>
</tr>
<tr>
<td>2</td>
<td>15.74</td>
<td>0.36</td>
</tr>
<tr>
<td>3</td>
<td>0.46</td>
<td>0.48</td>
</tr>
<tr>
<td>4</td>
<td>0.42</td>
<td>0.49</td>
</tr>
<tr>
<td>5</td>
<td>0.46</td>
<td>0.48</td>
</tr>
<tr>
<td>15</td>
<td>0.52</td>
<td>0.41</td>
</tr>
</tbody>
</table>

---

**Table 4** Summary of evaluation results for OL methods in both domains

<table>
<thead>
<tr>
<th>Domain</th>
<th>Parameter</th>
<th>Evaluation Metrics</th>
<th>Parameter</th>
<th>Evaluation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Church OL Method</td>
<td>Lin OL Method</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>WS</td>
<td>T</td>
<td>Recall</td>
<td>Precision</td>
</tr>
<tr>
<td>NCIT</td>
<td>3</td>
<td>14.0</td>
<td>46%</td>
<td>48%</td>
</tr>
<tr>
<td>RadLex</td>
<td>3</td>
<td>15.9</td>
<td>64%</td>
<td>4%</td>
</tr>
</tbody>
</table>
3.1 New Entity Suggestion Rate and Acceptance Rate

Using the thresholds obtained during the development of the OL methods (Figure 1C), we were able to extract a total of 2,249 suggestions for NCIT and a total of 1,300 for RadLex using Lin’s method. Among these, 49% of the 2,249 suggestions had not appeared in NCIT, and 87% of the 1,300 suggestions were absent from RadLex. Using Church’s method, we attained a total of 4,529 suggestions for NCIT and 12,174 suggestions for RadLex. 52% of the 4,529 suggestions had not been found in NCIT and 96% of the 12,174 suggestions had not been found in RadLex. These results are represented in Table 5 as ESRs. EARs were based on the domain experts’ evaluations of a random sample of 100 terms culled from the suggestions. For NCIT, among the 100 sampled terms taken from the Lin method’s extractions, 38 had not been included previously in the ontology; the domain experts determined that 28 of these 38 terms should be added, for an EAR of 28%. Among the 100 sampled terms taken from the Church extraction, 73 had not been included in the ontology; domain experts determined that 39 of the 73 terms should be added, for an EAR of 39% (Table 5). For RadLex, among the 100 terms sampled from the Lin extractions, 38 had not been found in the ontology; the domain experts determined that 9 of the 38 terms should be added, for a EAR 9% (Table 5). We also manually examined the two lists of suggested terms for NCIT and two lists of suggested terms for RadLex by each method, and found that there were no overlapping terms.

4. Discussion

Despite significant developments in Ontology Learning methodology, such methods are only rarely applied to biomedical ontologies [28–30]. One of the major barriers to progress is the difficulty of evaluating the methods. The lack of systematic evaluation methods or reference standards makes it extremely difficult to compare algorithm performance among domains or for different knowledge resources. Further, the absence of reference standards for this task makes it particularly difficult to select parameters for statistical methods. We sought to address these problems by utilizing existing ontologies. For this study, we selected NCIT and RadLex as our ontology resources, to derive a set of reference standards that in turn allowed us to test, tune, and directly compare two statistical OL methods on clinical documents for recall, precision, and F-score. We found that the Church mutual information method performed better than Lin’s similarity metric for both domains, with results of 46% vs. 22% recall for NCIT, and 64% vs. 25% recall for RadLex. The ESRs were 52% vs. 49% for NCIT and 96% vs 87% for RadLex and EARs were 39% vs 28% for NCIT and 16% vs. 9% for RadLex. The results appear to contradict common wisdom that addition of syntactic information should improve performance. However, it may be the case that syntactic rules work better for some cases or domain than others. Alternatively, this finding may relate to parsing inaccuracy due to differences between clinical documents and general English documents. To obtain the dependency triples, the entire corpus must be tagged for parts of speech (POS) and then parsed to generate the dependency triples. Differences between medical sublanguages and general English may produce inaccuracies in POS tagging and parsing that could affect downstream results. The finding confirms the importance of testing OL methods in the context of a targeted corpus and ontology.

In previous work, we described a two-step human method for evaluating purely symbolic/syntactic OL for biomedical domains. In the first step, domain judges identified the meaningful medical terms on either side of the lexical pattern in text documents. In the second step, ontology developers evaluated the accuracy of the entity candidate and relationships. For statistical or hybrid OL methods, the process is more complex. Because there are a wide range of parameters an OL method has to select when used for a certain domain, the effort required for human evaluation could be enormous. Therefore, we have devised a variation of our previous approach. We still used the two-step approach, however, the first step is the method development and aimed at automated parameter selection using the target ontology as a reference standard. One of the major issues of OL method development is the lack of reference standard. Our approach not only allows us to establish a reference standard in a rather quick manner but also allows the automation of formative aspect of the evaluation. There are added benefits as well: it provides for a ready comparison of OL method performance within a single domain and ensures that methods developed using this approach will be more likely to learn new entities that reside within the scope of the targeted ontology. Another potential benefit of using a reference standard for OL method evaluation is that it provides a systematic method of evaluation for multiple OL tasks, including learning of entities and taxonomic relationships.

We believe this methodology is sufficiently general and flexible enough to permit comparison of any OL method for a specific corpus and ontology of interest. However, we also see some limitations to this approach. First, a basic assumption is that the ontology or knowledge resource used to generate the reference standard is adequate and correctly represents the domain knowledge. Sometimes, this may not be the case. A second assumption is that the corpus used for ontology enrichment has some overlap with the target ontology. When this is not the case, the size of the reference standard may not be adequate for
OL method evaluation. We have found that we were only able to identify a total of 660 RadLex entities in the radiology corpus. This is perhaps the most important factor for poor precision results for RadLex enrichment (4% for Church’s method and 13% for Lin’s method).

5. Conclusion

This methodology provides a method for researchers interested in evaluating and using statistical and hybrid OL methods for the enrichment of biomedical ontologies or other knowledge resources. The approach can be used as the first of a two-step process in which the second step calls for human judgment by the ontology developer. All implementations of the methods (Church, Lin and IndexFinder) and source code used in this study are available as open source code on the Stanford NCBO gforge site for the Ontology Development and Information Extraction (ODIE) project [31].
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