Intelligent Data Analysis to Model and Understand Live Cell Time-lapse Sequences
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Summary

The underlying causes of cellular matrix associated with osteoarthritis leads to a number of diseases and can be observed, amongst others, in the aging brain where axonal and dendritic transport is impaired [1] and in the altered extracellular matrix associated with osteoarthritis and aged skin [2]. The underlying causes of this impairment are most likely due to changes at the cellular level, specifically to the intracellular organelles that process the proteins for secretion. In recent years significant advances in live cell microscopy have allowed tracking of single fluorescent molecules and fluorescently labelled proteins inside of living cells [3]. With these methods it is now possible not only to follow protein secretion but to unravel the mechanisms driving the motion of a wide variety of cellular components ranging from organelles to protein molecules. Several tracking algorithms and programs are available [4, 5]. After automated detection and quantitative analysis of particle trajectories, simple speed and kinetic analysis can give some insight into the mechanisms that control cell secretion but a more sophisticated, quantitative analysis is needed to understand how signals generated outside the cell are relayed to the transport machinery. In light of the large data sets obtained from a single cell combined with the need to compare multiple data sets derived from cells under different experimental conditions, both qualitative and quantitative statistical analysis is necessary to extract and validate the data and to develop models of these complex biological systems.

The data described above is characterised by its uncertain nature and probabilistic models such as dynamic Bayesian networks [6] and hidden Markov models (HMM) [7] are very well suited for data mining and model development because of their ability to combine dynamic modeling with classification. The use of specialised models such as these allows us to understand explicitly the characteristics of the trajectories that are discovered. For example, some particles may take a more direct route to the cell membrane whilst others maintain an "explorative" behaviour, resulting in a delay on arrival of the cargo at the plasma membrane and an increased possibility of mistargeting [8, 9]. We are analysing datasets that measure tracks generated in living cells that have been transfected with a green fluorescent protein chimera. Cells are imaged before and after exposure to growth factors and exposure to signalling inhibitors. Tracks generated with the particle tracker plug-in for Image J [5] are used. See Figure 1 for an example of particle trajectories within a living cell.

1. Introduction

One important aspect of cellular function, which is at the basis of tissue homeostasis, is the delivery of proteins to their correct destinations. Impairment of this process leads to a number of diseases and can be observed, amongst others, in the aging brain where axonal and dendritic transport is impaired [1] and in the altered extracellular matrix associated with osteoarthritis and aged skin [2]. The underlying causes of this impairment are most likely due to changes at the cellular level, specifically to the intracellular organelles that process the proteins for secretion. In recent years significant advances in live cell microscopy have allowed tracking of single fluorescent molecules and fluorescently labelled proteins inside of living cells [3]. With these methods it is now possible not only to follow protein secretion but to unravel the mechanisms driving the motion of a wide variety of cellular components ranging from organelles to protein molecules. Several tracking algorithms and programs are available [4, 5]. After automated detection and quantitative analysis of particle trajectories, simple speed and kinetic analysis can give some insight into the mechanisms that control cell secretion but a more sophisticated, quantitative analysis is needed to understand how signals generated outside the cell are relayed to the transport machinery. In light of the large data sets obtained from a single cell combined with the need to compare multiple data sets derived from cells under different experimental conditions, both qualitative and quantitative statistical analysis is necessary to extract and validate the data and to develop models of these complex biological systems.

The data described above is characterised by its uncertain nature and probabilistic models such as dynamic Bayesian networks [6] and hidden Markov models (HMM) [7] are very well suited for data mining and model development because of their ability to combine dynamic modeling with classification. The use of specialised models such as these allows us to understand explicitly the characteristics of the trajectories that are discovered. For example, some particles may take a more direct route to the cell membrane whilst others maintain an "explorative" behaviour, resulting in a delay on arrival of the cargo at the plasma membrane and an increased possibility of mistargeting [8, 9]. We are analysing datasets that measure tracks generated in living cells that have been transfected with a green fluorescent protein chimera. Cells are imaged before and after exposure to growth factors and exposure to signalling inhibitors. Tracks generated with the particle tracker plug-in for Image J [5] are used. See Figure 1 for an example of particle trajectories within a living cell.
The use of intelligent data analysis is not new to biological and medical data [10, 11]. Previously, we and others have classified time-series based upon their dynamics [12–15] and in [14] in particular experiments were made to cluster time-series based upon dynamic model parameters. In [16] HMMs were used to classify particle trajectories of a membrane-associated protein interacting with a homogeneously distributed binding partner. More generally, state space models have a very successful history of modelling trajectories in many disciplines [17]. In this paper we apply for the first time supervised classifier learning to the parameters of dynamic models in order to identify key features of particle trajectories under two experimental conditions. The next section describes the methods before our results are outlined in Section 3 and conclusions made in Section 4.

2. Methods

Osteoblastic ROS17/2.8 cells were grown in Dulbecco’s minimal essential medium supplemented with Glutamax, 10 units/ml penicillin/streptomycin and 10% fetal calf serum at 37 °C and 5% CO2. For live imaging, 10^5 cells were seeded in a 14 mm glass-bottomed dish (MatTek) and transfected with pEGFP-SPARC [18] using Lipofectamine 2000 (Invitrogen) 48 h before imaging. For imaging, cells were transferred to pre-warmed Opti-MEM medium supplemented with 0.5% bovine serum albumin, 30 mM HEPES/NaOH pH 7.4 and 1 mM CaCl2. Cells were then placed in a heated chamber at 37 °C on a Nikon TE2000-S microscope fitted with an objective heater, and allowed to equilibrate for 30 min. Images were collected under total internal reflection microscopy and individual vesicle tracks were detected by computer software (B).

The typical Hidden Markov Model architecture where \( H_i \) represents the hidden state in position \( i \) and \( x_i \) represents the observed variable \( x \) in position \( i \).

![Fig. 1](image1.png) Image of living cell transfected with a green fluorescent protein chimera that is transported in vesicles towards the plasma membrane (A). Movement of vesicles was observed for 30 seconds with total internal reflection microscopy and individual vesicle tracks were detected by computer software (B).

Fig. 2 The typical Hidden Markov Model architecture where \( H_i \) represents the hidden state in position \( i \) and \( x_i \) represents the observed variable \( x \) in position \( i \).
point in one trajectory are shown in Equations 1 and 2.

\[
distance = \sum_{i=2}^{n} \sqrt{\left((x_i - x_{i-1})^2 + (y_i - y_{i-1})^2\right)}
\]

where \(x_i\) represents the coordinate in the \(i\)-th position of vector \(x\) and the previous coordinate is represented as \(x_{i-1}\). The same definition applies to \(y_i\) for the \(y\) vector.

Using these values as data, we construct HMMs in order to model the dynamics of the trajectories. Our approach takes the parameters of HMMs that have been learnt from this data, and uses them to classify the experiments to see if we can separate out the key features that discriminate between the experimental conditions. For this we use a Decision Tree (DT) [24] as this transparently classifies the data allowing us to explore what the key features of the trajectory dynamics are. The HMM is a tool for representing probability distributions over sequences of observations. It encompasses a discrete hidden variable (node) and a discrete or continuous observed node per slice (as shown in Fig. 2) where there are conditional distributions to model the transition between hidden states as well as the probability of seeing observations given a hidden state. Figure 2 shows the architecture of a HMM where square nodes denote the discrete hidden process and circles denote the observed variables. We use five hidden states in our experiments as we want to capture a diverse number of individual characteristics of the trajectories in both basal and TGFβ-induced states, which also recapitulate the complexity of the cellular response.

We adopt three approaches to classifying the trajectories based upon the discovered HMMs. In all approaches we use the EM (Baum Welch) algorithm to train the HMM [7].

### 2.1 Set Up 1 – Pre-processing the Variables

Firstly, we process the parameters. Processing ensures that states learnt using the EM algorithm (during HMM learning) are comparable across experiments. For example, state A in a HMM trained on one experiment may represent state B in another HMM trained on another experiment. To process we firstly calculate the probability of remaining in the same state by summing over all probabilities in the transition matrix that result in no switch to another state, in other words every \(P(H_{t+1} = i | H_t = i)\) where \(H_{t+1} = H_t\) (\(H_t\) represents hidden state at time \(t\)). We also calculate the probability of switching to another state by summing over all probabilities that involve a switch to a different state, that is all \(P(H_{t+1} = i | H_t \neq i)\). We then calculate the mean, maximum and minimum values of the mean and covariance for distance and displacement. This results in the following parameter features being used to train the classifier:

- Probability of remaining in the same state, \(P(H_{t+1} = i | H_t = i)\)
- Probability of switching to one of the other remaining states, \(P(H_{t+1} = i | H_t \neq i)\)
- Covariance of \(X\) coordinate averaged over all states
- Covariance of \(Y\) coordinate averaged over all states
- Mean Displacement
- Mean Distance
- Covariance of Displacement
- Covariance of Distance

\[
displacement = \sum_{i=2}^{n} \sqrt{\left((x_i - x_{i-1})^2 + (y_i - y_{i-1})^2\right)}
\]
Unlike the individual HMMs, these processed parameters are now comparable across the HMMs trained from the different experiments.

2.2 Set Up 2 – Realigning the HMMs

Secondly, we developed a simple heuristic search to realign the HMM parameters so that the discovered states fitted one another as best they could by minimizing the difference between their probability matrices. The number of possible combinations of alignments grows exponentially with the number of experiments (the number of possible alignments is $K^M$ where $K$ is the number of hidden states and $M$ is the number of experiments). As a result, we exploited a simulated annealing approach to optimize the realigned HMMs where the score was calculated using the Euclidean distance between the parameter matrices. This means that the parameters that are used by the classifier are simply the transition probabilities, the means and covariances of the $x$ and $y$ coordinates, the distance and the displacement for each state (unlike in Set Up 1 where the parameters are processed to deal with issues of HMM alignment).

For both Set Up 1 and Set Up 2, once the parameters are processed or aligned depending on the set up adopted, a simple decision tree is used to classify the HMMs based upon the experiment they were learnt from using their parameters as features. Here we use the C4.5 Decision Tree induction algorithm [24].

2.3 Set Up 3 – A HMM Classifier

We also compared the two approaches above with a HMM classifier [6]. This

![Fig. 5](image1)

Ten sampled trajectories of the particles within the cell generated from AR-HMMs learnt from TGFβ data. The different symbols used represent different discovered hidden states. The scale is the same as the top plot in Figure 4 for comparison.

![Fig. 6](image2)

Decision Tree learnt from the 5-state HMM parameters using experimental Set Up 1 with processed parameters. $N$ represents the Basal experiments and $Y$ represents TGFβ-induced experiments. \textit{probchange} represents the probability of changing state, \textit{probstable} represents the probability of staying in the same state, \textit{mostprobdisp} represents the mean value for displacement when in the state with the highest probability, and \textit{mostprobdist} represents the mean value for distance for the most probable state. Finally, \textit{mostprobcovx} represents the covariance of the $x$ coordinate for the most probable state.
works by simply training a HMM for each class of experiment, TGFβ and Basal. Therefore a HMM was built that modelled trajectories from the TGFβ experiments and another from the Basal experiments. A measure of fit can then be applied to new trajectories to determine the most likely classifier that generated the data and therefore, classified the data. We calculated the log likelihood using the junction tree algorithm [25] to determine class in our experiments.

3. Results

Firstly, we experimented with the use of the standard HMM architecture to model the data but found through simulations and inspection of the parameters of the learnt models, that the smooth nature of the vesicle movements was not captured. Standard HMMs resulted in trajectories that jumped from one region to another unrealistically. Therefore, we applied a variation known as the Auto Regressive HMM (ARHMM). The ARHMM is illustrated in ▶ Figure 3, where the structure is similar to the standard HMM but the distribution for the observed nodes are now conditioned upon the previous value of the observed variables as well as the hidden variable. We experimented with different numbers of hidden states and found that three appeared to be the minimum for capturing typical trajectory behaviour. However, to capture the behavior of vesicles in our experimental data we found that five hidden states were necessary to model more specific behaviours without averaging over a number of different behaviours.

By simulating the models learnt from different experimental conditions (basal and TGFβ exposure) we have found that there are clear differences in their dynamics. For control data, one hidden state is dominant throughout and there is no considerable change between the classes (see ◀ Fig. 4 for sample data). However, the TGFβ data generates models that are far less stable with a high probability of state changes (▶ Fig. 5). It seems that the steady state basal data involves relatively small movements whereas the TGFβ data involves a mixture of states. This results in differing movements of the vesicles—small jumps and larger jumps. One state appears to involve massive jumps, which could be also due to errors in the tracking process where a particle disappears from the image and reappears later in a distant position. However, this is not very likely as both control and TGFβ samples were run under identical conditions. Despite these circumstantial differences, multidimensional plotting methods indicate that the basal data and TGFβ data are not as easily separable as hoped with a large degree of overlap between data points from the two classes of experiment (compare also ▶ Figs. 4 and 5 where most states cluster around the 0 to –2× values). Therefore, we use supervised learning of a Decision Tree (DT) classifier based upon the C4.5 algorithm [24] to classify the models based upon their parameters.

3.1 Set Up 1 (Parameter Processing)

In order to see to what degree the DT models can be used for predicting whether TGFβ was introduced, we applied leave-one-out cross-validation (100-CV) to the processed parameters. The resulting accuracy was 75% (on a balanced dataset) and the resulting DTs (▶ Fig. 6) showed that the displacement associated with the most probable hidden state appeared the most predictive. In other words, states with high dispersion were more likely to be from HMMs learnt from trajectories derived from cells after exposure to TGFβ. Other predictive features were the probabilities associated with hidden state change/stability and the covariance of coordinates; the unstable models seem to be associated with less obvious trajectory behaviour, often switching between directed and undirected movements, and between large and small jumps. The full statistical results of the sensitivity analysis are documented in ▶ Table 1.

3.2 Set Up 2 (HMM Realignment)

We now turn to the HMM state alignment results where we relabel states from each HMM to “best fit” one another. This allows us to say, for example, that state A represents a highly stable small displacement state across all experiments. It also means that we do not need to apply any processing to the parameters as we did in the previous DT. The results of applying the alignment are illustrated in the form of a transition diagram for basal experiments and TGFβ-treated experiments that are applicable to all HMMs. ▶ Figure 7 shows these transition diagrams where links represent transition probabilities greater than 0.5 that appear in at least half of each set of experiments. The figure also shows the general characteristics of the state in terms of the expected distance (Dist in the figure) and mean displacement (Disp in the figure) parameters. Interestingly the only difference between the transitions for basal and TGFβ-treated experiments is the link between state D and state E. This implies that the E, A, and B states capture TGFβ-induced behavior more. State B is the most interesting as it seems to capture a very distinct behaviour between the two sets of experiments with high displacement but low distance for TGFβ data and the opposite for basal. The full breakdown of the expected parameters for each state is shown in ▶ Figure 9.

The decision tree learnt from the aligned HMMs (▶ Fig. 8) highlights the importance of state C. It features in the first
three decision nodes because they either involve transitions to state C or the overall probability of being in state C (pC in the figure). However, it is also evident that some of the less probable transitions are important in differentiating between TGFβ-treated and basal trajectories (as these probabilities do not appear in Fig. 7). For example, the AC transition is the most significant feature in the tree which captures a change from medium distance and displacement to low in the basal data but not in the TGFβ. This implies that medium distance and displacement is evident in the basal experiments but “not for long” as the transition probability table implies that there will be a return to smaller distances and displacement (as characterised by state C). To further support this hypothesis, the probability of being in state C is lower for TGFβ data (as demonstrated in the second decision node of Fig. 8). The decision tree achieved an accuracy of 65% when applying LOO-CV which, albeit lower than the processed data, is considerably better than chance and what is more, the resulting models offer the power to explore individual states more fully. The full statistical results of the sensitivity analysis are documented in Table 1.

Trajectories from three independent experiments before and after TGFβ treatment were also classified according to the shape of their Mean Square Displacement (MSD) curves [8, 26]. Eighteen trajectories from each of the six image sequences were assigned one of four categories – simple diffusion (SD), diffusion plus directed motion (DD), restricted diffusion (RD), or stationary (ST) (see Fig. 10 for examples). Trajectories with linear displacement curves were classified as SD. Trajectories whose MSD plot had an upward curve were classified as DD, and those with a downward curve were classified as RD. It seems clear that the discovered states in the realigned HMMs map directly onto these trajectory characterisations. For example, SD appears to be represented in state A (both basal and TGFβ) and E (TGFβ only). DD is represented in state D (both) and state E (basal only). RD is represented in state B (TGFβ only). In our models, these states have been found automatically using a realignment strategy and would not have been possible otherwise as the states would represent different behaviours in the different HMM models as they are learnt using a different execution of the EM algorithm (on different experimental data).

### 3.3 Set Up 3 (HMM Classifier)

For the HMM classifier we trained a HMM for each class of experiment, TGFβ and Basal, and applied a measure of fit to new trajectories to determine which is the most likely classifier that generated the data. We calculated the log likelihood using the junction tree algorithm [25].

The results of the HMM Classifier are shown in Table 1. These statistics are similar to those generated from Set Up 2 except that the classifier is more specific than sensitive. Overall accuracy is almost identical, however.

To summarise the results, firstly the HMMs learnt from the individual experiments (as in Set Up 1 and 2) seem to capture the general behavior of the particles very well with stable small jumps in the basal experiments and larger erratic behaviour for the TGFβ treated ones. What is more, the pre-processing of these parameters (in Set Up 1) allows us to successfully...
predict the experiment type from the dynamic models (with an accuracy of 75%). The novel approach for aligning HMM parameters so that the states discovered from different experiments can be directly compared (Set Up 2) leads to a lower overall accuracy (decision trees learnt from these parameters have 65% accuracy). However, this was no worse than the accuracy of the standard HMM classifier from Set Up 3 (Table 1 – 64%). Furthermore, the models from Set Up 2 allowed us to build common transition matrices for all HMMs and analyse the resulting key states and transitions, whilst keeping the states and parameters in the individual HMMs from each experiment explicit within our decision tree classifier. As a result, the discovered states appear to fit well into previously documented typical trajectory types known as directed, simple and restricted. In contrast, interpretation of Set Up 3 is difficult without an explicit transparent classifier (such as a DT) to explore.

4. Conclusions and Future Work
This paper explores the use of a combination of auto-regressive hidden Markov models with supervised learning of the model parameters to predict the experi-
mental conditions of particle trajectory data. We explore three approaches: Firstly we explore a method for summarising HMM parameters that have been learnt on a different experiment with an associated class label. These processed parameters are then fed into a decision tree to generate trees that help to explain the classifications. This approach has proved very good at modelling this data and has captured the dynamics of the two experimental conditions nicely, with a stable hidden state for control data and multiple (less stable) states for the experiments that involve cells that have been exposed to a growth factor, known to elicit a wide range of cellular responses. Even less stable states could identify possible noise in the experimental set up where vesicles shift coordinates dramatically. What is more, the features identified by the decision tree classifier distinguish the conditions, focussing on the probability of changing the internal hidden state, the dispersion and the distance metrics. Secondly, we explore a method that automatically aligns the individual HMMs without a need for summarising the parameters, prior to decision tree learning. This means that we can analyse the behavior of each state across all experiments to understand general characteristics of the two classes of experiment. The approach resulted in interesting decision trees involving state transitions that help to understand the different trajectories. However, classification accuracy was reduced. Finally we compare the two novel methods to a standard HMM classifier, which generates similar accuracies to the aligned HMM but without the explicit explanation of the underlying states and classifications in the form of a decision tree.

Future work will explore other dynamic models such as dynamic Bayesian networks [6, 27], where the relationship between variables will be made more explicit in the directed links of the model structure, and hierarchical Bayesian networks [28], where different levels of latent variable can be incorporated. The use of variational methods [29] in state space models may also be worth exploring to see if more complex dynamics occur in the trajectories over time. Bayesian networks are themselves well-suited to explanation and a unification of the dynamic model with the explanatory classifier would be a sensible way forward thus removing the need for the decision tree. Bayesian classifiers [30, 31] are already very popular and some way to integrate these with dynamic Bayesian networks will be explored. Furthermore, we will be testing our approach on other live cell time-lapse data to determine its robustness as a predictor of cellular responses. As outlined in the introduction some vesicles may take a more direct route to the cell membrane whilst others are maintaining an “exploratory” behavior, which may result in a delay on arrival of the cargo at the plasma membrane and an increased possibility of mistargeting. Differences in vesicular behaviour maybe a direct consequence of growth factor signalling or treatment with inhibitors. In this paper we have shown that our approach highlights these differences very well and will enable us to create a “fingerprint” of the specific treatment/condition to facilitate the study of alterations to vesicular trafficking in health and disease.
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Fig. 10 Left: Samples of different manually labelled trajectories: Directed, Simple and Restricted. Right: Mean Square Displacement (MSD) calculations for these trajectories.


