On Novel Approaches for Classification
A Proposal for an Interdisciplinary Debate
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A group of four statistical papers has been published in this issue of Methods of Information in Medicine, all dealing with the problem of classification in different areas of application and at different levels.

Classification, also termed class prediction, is one of the major challenges in many areas of application. These do not only include clinical medicine [1–6] but also econometrics, where credit scoring is one of the standard tasks, and genetics [7–8]. Some recent examples published in this journal include approaches for differentiating between malign, benign, and normal tissue in women undergoing digital mammography [9], the prognosis of patients after stroke [10], the prediction of prolonged hospital stay in an intensive care unit [11], or the detection of glaucomas [3].

Although this task is very important for clinical routine, some of the classification rules perform so badly that they cannot be recommended to be used in any real life application [12]. As this task is important and since some classifiers show poor performance, scientists from many different disciplines have developed and still develop novel classifiers, new methods for variable selection and approaches for investigating the validity of the classification scheme. However, Hand [13] has disenchanted many scientists by showing that great improvement of classifiers cannot be expected if some reasonable classifier is already available. Nevertheless, small improvements are possible, and simpler classification schemes may also be derived. The latter could consist in fewer variables that are required for classification while the accuracy is maintained.

An important aspect though is that often a fair comparison of methods is not intended. In fact, researchers have to demonstrate the superiority of their novel classification rule over a standard classifier to get a paper published. To avoid unfair comparison, the recommendations on the design of benchmark experiments are extremely helpful [14]. An alternative is that different classification schemes are derived by different researchers who are experts for the specific classifier [10]. This idea has led to interesting workshops or competitions in many different areas of applications, such as the Genetic Analysis Workshops [15] or the international competition on mass spectrometry proteomic diagnosis [16].

Furthermore, standard statistics can be used to judge whether a novel classification scheme performs significantly better than the standard classifier [17]. In detail, if two different classification schemes are applied to the same data set, each subject can be judged to be correctly classified by each of the two classifiers. Subsequently, a 2 × 2 table of correct classification can be created with classifier 1 representing rows and classifier 2 representing columns. The equality of the proportions of correct classifications of the two classifiers can be tested using standard tests for dependent samples, such as McNemar’s test, and valid confidence intervals can be derived [18]. However, standard benchmark experiments and statistical comparisons of two different
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classification schemes are hard to find in scientific papers.

This critique also applies to some of the papers on classification schemes and variable selection procedures published in this issue of Methods of Information in Medicine. Furthermore, while some of the papers report some standard measures of diagnostic accuracy, such as sensitivity, specificity, accuracy, or predictive values, they typically do not provide confidence intervals which could be used to assess the variability of the classification performance. In fact, most of these measures are proportions, and it would be very simple to provide valid confidence intervals using standard recommendations [19].

Finally, it would be very helpful if researchers all speak the same language of science. If we all use the same terminology, dictionaries such as “artificial neural networks – statistics” [20] would be superfluous. This can be achieved in interdisciplinary work which, of course, requires a substantial amount of willingness to discuss scientific problems with colleagues who speak a different language because they have a different background. Two such fora of great success are the German Society of Medical Informatics, Biometry and Epidemiology (gmds) and the German Umbrella Organization of Statistics (DAGStat) who both meet on a regular basis. I would be most grateful if my opinion which I have expressed in this editorial is the starting point for a discussion in Methods of Information in Medicine, and Letters to the Editor are very welcome.
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